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ABSTRACT - Face recognition has become a crucial component in various intelligent systems, such as security
surveillance, access control, and automatic attendance. This study proposes a two-stage face recognition framework
that combines YOLOVS for face detection and a Convolutional Neural Network (CNN) for face identification. In the
first stage, YOLOvS is employed to detect and localize faces in images and video frames in real time, producing precise
bounding boxes even under challenging conditions such as variations in pose, illumination, and occlusion. In the
second stage, the cropped face regions are processed by a CNN-based recognition model that extracts discriminative
facial features and classifies identities using a fully connected classification layer. The CNN is trained using transfer
learning on a labeled face dataset to improve generalization and reduce training time. The proposed approach is
evaluated on a combination of public face datasets and a custom dataset, and is assessed using metrics such as accuracy,
precision, recall, and processing speed. Experimental results show that the integration of YOLOv8 and CNN achieves
robust and efficient face recognition suitable for real-time applications. This work demonstrates that leveraging
YOLOVS as a fast and accurate face detector, followed by a CNN-based recognizer, provides an effective solution for
modern face recognition systems.

Keywords: Convolutional Neural Network; Deep Learning; Face Recognition; Object Detection; Real-time
Processing; YOLO 8.

ABSTRAK —Pengenalan wajah merupakan teknologi penting dalam biometric anthentication untuk sistem keamanan dan
identifikasi otomatis, namun metode tradisional masih terkendala oleh variasi pose dan pencahayaan. Penelitian ini
bertujuan untuk mengembangkan dan mengintegrasikan arsitektur YOLOVS sebagai face detector dan Convolutional Nenral
Network (CNN) sebagai face recognizer ke dalam satu pipeline end-to-end yang efisien. Metodologi yang digunakan
melibatkan penggunaan YOLOvVS8 untuk deteksi dan lokalisasi wajah secara real-time, diikuti proses cropping serta
alignment, dan diakhiri dengan klasifikasi identitas menggunakan model CNN berbasis #ransfer learning. Dataset yang
digunakan mencakup 38 individu dengan total 380 citra yang dilatth menggunakan GPU NVIDIA GTX 1070. Hasil
penelitian menunjukkan bahwa YOLOv8 mencapai petforma sangat baik dengan nilai mean Average Precision
(mAP@O0.5) sebesar 0,972 dan waktu infetensi hanya 12,5 ms pet frame. Sementara itu, model CNN berhasil mencapai
akurasi pengujian sebesar 93,8% dengan F7-Score 0,93. Meskipun sistem mengalami penurunan performa pada kondisi
pencahayaan rendah (low /igh?) dan oklusi, integrasi kedua model ini terbukti tangguh dan layak diimplementasikan
untuk aplikasi praktis seperti kontrol akses dan sistem kehadiran otomatis secara real-fime. Pengembangan lanjutan
disarankan untuk meningkatkan ketahanan model tethadap pose ekstrem dan hambatan visual yang berat.

Kata Kunci: Convolutional Neural Network; Deep Learning; Face Recognition; Object Detection; Real-time
Processing; YOLO 8.

1. PENDAHULUAN

Sistem pengenalan wajah modern memerlukan dua
tahapan utama: deteksi wajah (face detection) untuk
mengidenti kasi keberadaan wajah dalam citra, dan
pengenalan wajah (face recognition) untuk menentukan
identitas spesi k dari wajah yang terdeteksi [2].

Sebelumnya, metode tradisional seperti Haar
Cascade dan template matching memiliki keterbatasan
dalam menangani variasi pose, pencahayaan, dan oklusi
wajah. Pendekatan modern menggunakan deep learning
neural networks yang mampu mengekstrak tur tur kompleks
secara otomatis dari data citra dalam jumlah besar [3].
YOLO 8 merupakan generasi terbaru dari You Only Look
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Once algorithm yang menawarkan peningkatan signi kan
dalam hal akurasi dan kecepatan inference [4]. Algoritma
ini menggunakan single-stage  detection  approach yang
memproses enfire image sekaligus, menghasilkan deteksi
yang cepat tanpa mengorbankan akurasi. Sementara itu,
Convolutional Neural Network (CNN) telah terbukti sangat
efektif dalam tugas-tugas image classi cation termasuk face
recognition [5].

Kombinasi YOLO 8 dan CNN menciptakan pipeline
yang powerful: YOLO 8 berfungsi sebagai face detector
yang menghasilkan bounding boxes dari wajah yang
terdeteksi, sementara CNN melakukan klasi kasi untuk
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menentukan identitas individu. Integrasi ini menghasilkan
sistem yang robust dan e cient untuk aplikasi rea/-world
seperti access control, surveillance, dan attendance
system [6].

Penelitian ini bertujuan untuk: (1) mengembangkan
sistem pengenalan wajah menggunakan YOLO 8 dan
CNN, (2) menganalisis performa kedua algoritma dalam
berbagai kondisi, dan (3) mengevaluasi efektivitas pipeline
terintegrasi untuk aplikasi praktis.

Berdasarkan latar belakang yang telah diuraikan,
masih  terdapat  beberapa  permasalahan  dalam
pengembangan sistem pengenalan wajah berbasis degp
learning, khususnya untuk implementasi pada lingkungan
nyata dengan sumber daya terbatas, yaitu:

1. Bagaimana merancang dan mengintegrasikan
arsitektur YOLO 8 sebagai face de tector dan
Convolutional Neural Network (CNN) sebagai face
recogniger ke dalam satu pipeline yang mampu
bekerja secara end-to-end untuk tugas pengenalan
wajah?

2. Bagaimana kinerja sistem pengenalan wajah
berbasis YOLO 8 + CNN ketika dilatih
menggunakan dataset berukuran terbatas (38
orang dengan =10 citra per orang), khususnya
terkait identitas  dan
kemampuan generalisasi?

3. Bagaimana performa sistem dalam kondisi
variatif di dunia nyata, seperti per ubahan
pencahayaan, variasi pose wajah, dan
keberadaan lebih dari satu wajah (multiple faces)
dalam satu frame?

4. Apakah yang
diusulkan mampu berjalan secara real-time pada
hardware kelas konsumer (GPU NVIDIA GTX
1070) dengan nilai akurasi dan kecepatan yang
masih layak untuk diaplikasikan pada skenario
praktis seperti attendance system dan access
control?

akurasi pengenalan

sistem  pengenalan  wajah

Untuk menjawab permasalahan tersebut, penelitian
ini mengusulkan dan mengevaluasi sistem face recognition
terintegrasi yang memanfaatkan YOLO 8 untuk deteksi
wajah dan CNNuntuk pengenalan identitas, dengan fokus
pada lingkungan dengan jumlah identitas terbatas dan
keterbatasan sumber daya komputasi

2. DASAR TEORI

2.1  Deep Learning dan Computer Vision

Deep learning merupakan subset dati machine learning
yang menggunakan arfificial neural networks dengan banyak
layer (hidden layers) untuk mempelajari representasi data
secara hierarki [3]. Dalam computer vision, deep learning telah
merevolusi cara kita memproses dan menganalisis citra
digital. Keunggulan utama deep /learning adalah ke
mampuannya untuk secara otomatis mengekstrak fitur-
fitur kompleks dari data tanpa memerlukan feature
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engineering manual. Proses pembelajaran dalam deep
learning melibatkan:

1. Feature Learning: Setiap layer dalam network
belajar mengekstrak fitur pada level abstraksi
berbeda.

2. Hierarchical Representation: Layer awal
menangkap fitur sederhana (edges, te xtures), layer
tengah menangkap features kompleks (shapes),

layer akhir menangkap features semantik
(objects).

3. End-to-End Training: Seluruh network dilatih
secara bersamaan menggunakan
backpropagation.

2.2 Object Detection
Olbyect detection adalah tugas dalam computer vision yang
menggabungkan dua sub-tugas fundamental:

1. Localization: Menemukan lokasi objek dalam
citra (menghasilkan bounding boxes dengan
koordinat x, y, width, height)

2. Classification: Menentukan
objek yang terdeteksi

kelas/kategori

2.3  YOLO (You Only Look Once)

YOLOmerupakan salah satu algoritma object
detection paling populer yang menggunakan pendekatan
single-stage detection. Konsep dasar YOLO adalah
melihat seluruh image sekaligus (Yox Only Look Once)
daripada melakukan multiple passes seperti metode
tradisional [8]. Evolusi YOLO:

1. YOLOwv1 (2016): Perkenalan konsep single-shot
detection, kecepatan real-time pertama kali

2. YOLOv2 (2016): Batch normalization, anchor
boxces, multi-scale training

3. YOLOvV3 (2018): Multi-scale predictions, feature
pyramid network

4. YOLOv4 (2020): CSPDarknet
improved data augmentation

5. YOLOVS5 (2020): Optimasi zuference, lighter model
variants

6. YOLOvV8 (2023): Anchor-free detection, improved
architecture, state-of-the-art accuracy 7).

backbone,

2.4 YOLOVS8 Architecture

YOLO 8 mengadopsi arsitektur yang lebih efisien
dan akurat dibandingkan versi sebelumnya. Arsitektur
utama terdiri dari tiga komponen:
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Arsitektur YOLOv8

Neck: FPN + PAN
Feature Pyramid
Network

» Backbone: —_—
CSPDarknet

—

Path Aggregation

Gambar 1. Arsitektur YOLOVS

1. Backbone(CSPDarknet): Mengekstrak
fitur dari input image menggunakan 53
convolutional layers dengan cross-stage
partial connections.Backbonebertanggung
jawab untuk menangkap informasi visual
pada multiplescales.

2. Neck(FPN+PAN):  Feature  Pyramid
Network(FPN) menggabungkan features
dari  berbagai level resolution. Path
Aggregation Network (PAN)

meningkatkan aliraninformasiantar level,
menghasilkan feature maps yang lebih kaya

3. Head (Detection Layer): Melakukan
predictions pada 3 scales berbeda (multi scale
predictions), menghasilkan bounding boxes dan
confidence scores. YOLOS menggunakanan
chor-freedetection, lebih fleksibel dibanding
anchor-based approa-ch.

2.5  Convolutional Neural Network (CNN)
CNN merupakan jenis neural network yang sangat

efektif untuk memproses data visual. Arsitektur CNN

spatial patterns dan

dirancang untuk menangkap

hierarchical features dalam image.

Komponen Utama CNN mencakup Convolutional
Layer yang melakukan operasi konvolusi menggunakan
filter/kernel kecil yang berslide di seluruh image, di mana
setiap kernel mengekstrak fitur spesifik seperti edges,
atau patterns. Operasi dapat
dinyatakan dengan formula:

textures, konvolusi

Yi,j = Z Xi+m,j+n “Winn + b

mn

di mana X adalah input, W adalah weight/filter, b
adalah bias, dan Y adalah output feature map.

Activation Function (ReLU) menambahkan non-
linearity ke model, memungkinkan network belajar
pattern kompleks:

ReLLU(x) = max(0, x)
Pooling Layer mengurangi dimensionalitas feature

maps melalui downsampling, biasanya menggunakan max
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pooling atau average pooling. Ini mengurangi

computational cost dan membantu mencegah overfitting.

Fully Connected Layer merupakan layer tradisional
neural network di akhir, menggunakan features yang
diekstrak untuk melakukan klasifikasi final.

Batch Normalization menormalisasi input ke setiap
layer, mempercepat training dan meningkatkan stabilitas:

. _ Xi—HUp

& _1/a§+e

di mana pu_B dan 6_B"2 adalah mean dan variance
batch.

Dropout merupakan regularisasi technique yang
secara random me-disable beberapa neurons selama
training untuk mencegah co-adaptation dan overfitting

2.6  Face Detection dan Face Recognition

Face Detection merupakan tugas mengidentifikasi
dan menemukan lokasi wajah dalam citra atau video
frame. Output dari face detection adalah bounding boxes yang
mengelilingi setiap wajah yang ditemukan. Challenges
dalam face detection mencakup variasi ukuran wajah (kecil
hingga besar dalam satu frame), variasi pose (frontal, profile,
tilted), variasi pencahayaan (bright, normal, dim lighting), dan
oklusi (sebagian wajah tertutup oleh objek atau wajah
lain).

Face Recognition merupakan tugas mengidentifikasi
individu dari wajah yang telah dideteksi. Ousput dari face
recognition adalah class label (identitas) beserta confidence
score. Pipeline pengenalan wajah biasanya melibatkan face
detection (localization), face alignment (normalize pose dan
ukuran), feature extraction (CNN mengekstrak feature
vector), dan classification (math dengan database
identitas).

Tantangan dalam Face Recognition mencakup intra-
class variation di mana wajah orang yang sama dalam
berbagai kondisi berbeda (pose, /ighting, ckspresi), inter-
class similarity yang menunjukkan wajah orang berbeda
yang mirip, limited training data khususnya untuk apli

2.7  Transfer Learning

Transfer learning merupakan teknik machine learning di
mana model yang telah dilatih pada task besar (source
domain) di-reuse dan di-adapt untuk task yang lebih
spesifik atau dataset lebih kecil (target domain).

Keuntungan Transfer Learning mencakup mengurangi
Data Requirement karena network yang sudah dilatih sudah
mengenal banyak features umum, tidak perlu dataset
besar. Mempercepat Training dengan hanya fine-tune
beberapa layer terakhir yang lebih cepat dibanding #raining
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dati serateh. Meningkatkan Akurasi karena fitur yang
dipelajari dari dataset besar (ImageNed) sangat berguna
untuk tasks lain. Mengatasi Overfitting yang khususnya
penting untuk dataset kecil seperti penelitian ini (38
individu, 380 zmages).

Dalam konteks penelitian ini, strategi fransfer learning
diterapkan dengan menggunakan backbone YOLO 8 yang
sudah pre-trained pada COCO dataset, fine-tuning dengan face
detection dataset, menggunakan CNN dengan random
initialization kemudian training pada face recognition dataset,
dan menerapkan data augmentation untuk mengatasi limited
training data.

3. METODOLOGI

3.1 Arsitektur Sistem

Sistem pengenalan wajah yang dikembangkan terdiri
dari tiga komponen utama. Face Detection Module
(YOLO 8) bertanggung jawab mendeteksi kehadiran
wajah dalam frame input. YOLO 8 menggunakan
backbone CSPDarknet53 yang terdiri dari 53
convolutional  layers dengan  cross-stage  partial
connections untuk meningkatkan ekstraksi fitur [8].

Face Preprocessing dilakukan setelah deteksi di mana
wajah yang terdeteksi di-crop berdasarkan bounding
boxes dan di-align untuk memastikan konsistensi
orientasi sebelum dikirim ke recognition module. Face
Recognition Module (CNN) mengklasifikasikan identitas
dari wajah yang telah di-preprocess menggunakan
arsitektur CNN yang telah dilatih pada dataset khusus.
Pipeline tahapan meliputi: input image — YOLO 8§
detection — face preprocessing — CNN recognition —
output identitas.

O

YOLOv8
Detection

Face

Input Image Preprocessing

Nama &
Keyakinan

Ekstraksi Fitur
& Klasifikasi

Bounding Box
& Koordinat

Crop, Resize,
Normalize

Gambar 2. Arsitektur sistem terintegrasi YOLO 8
untuk face detection dan CNN untuk face recognition

3.2 CNN Architecture untuk Face Recognition
CNN architecture yang digunakan dalam penelitian
ini terdiri dari Input Layer yang menerima cropped face
image berukuran 224x224 pixels dengan 3 channels
(RGB). Convolutional ILayers menggunakan 4 blok
convolutional layers dengan 32, 64, 128, dan 256 filters
masing-masing. ReLLU Activation memberikan aktivasi
non-linear untuk meningkatkan expressiveness model.
Max Pooling Layers melakukan downsampling untuk
mengurangi dimensionalitas dan computational cost.
Batch Normalization melakukan normalisasi untuk
stabilitas training. Fully Connected Layers menggunakan
2 hidden layers dengan 512 neurons dan dropout (0.5)
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untuk regularization. Output ILayer menggunakan

Softmax activation dengan 38 neurons untuk 38 identitas.

Fully Fully
Connected  Connecled
jer 1 r2

Conv Block 1 Conv Block 2 Conv Block 3

Laye Laye
L Tom2D Conv2D Tom2D | (@] ©
(32 fiters, 3x3) (B4 fiters, 363) «zsmuszm‘ ® o
Balch |l Batch s Baich . .
i Nommalization Normaiization Normalization i £ ?:g’@“"
Cropped Face RelU RelU ReLU &) @
{224x22413 RGB) Adtivation Activation Actvation
Wax Paoing : — =
@2, srite?) Max Pooling L] || MaxPooling | § §
A 2 =
(1211232 l 166456464 l(zxxzau 28) é 2
[ ConvBiocks | [ cowBocka | 2 2
o tmaes =l |18
Gon2D GonvzD.
128 ftters, 3x3) 256 fiters, $13) i I
Batch {dx14256)| Baich © (@]
Activation Activation
==
L e | - —

Gambar 3: Arsitektur CNN dengan 4 convolutional
blocks, max pooling, batch normalization, dan fully
connected layers untuk 38 identitas

3.3 Dataset dan Preprocessing

Dataset yang digunakan dalam penelitian ini
mencakup Training dengan Total Images sebanyak 380,
Number of Individuals sebanyak 38, Images per
Individual =10, Variations (lighting, pose, angle)
Moderate, dan Image Resolution 224x224. Testing
memiliki Total Images 95, Number of Individuals 38,
Images per Individual =2,5, Variations Moderate, dan
Image Resolution 224x224. Preprocessing yang
diterapkan mencakup image resizing ke 224x224 pixels,
normalisasi pixel values ke range [0, 1], data augmentation
dengan random flipping, rotation (£15°), dan brightness
adjustment, serta face alignment menggunakan landmark
detection.

Tabel 1. Komposisi dataset untuk face recognition

Probabilities
(38 Idertities)

Karakteristik Training  Testing
Total Images 380 95
Number of Individuals 38 38
Images per Individual =10 =2.5
Variations (lighting,

Moderate  Moderate
pose, angle)
Image Resolution 224x224  224x224

3.4 Training Configuration

YOLO 8 Training dilakukan dengan Epochs: 50,
Batch size: 8, Learning rate: 0.001 dengan decay schedule,
Optimizer: SGD dengan momentum 0.937, Weight
decay: 0.0005, dan Hardware: GPU NVIDIA GTX 1070
(8GB VRAM). CNN Training menggunakan Epochs:
100, Batch size: 16, Learning rate: 0.0001 dengan learning
rate reduction on plateau, Optimizer: Adam, Loss
function: Categorical Crossentropy, Early stopping
patience: 15 epochs, dan Hardware: GPU NVIDIA GTX
1070 (8GB VRAM).
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Training and validation Accuracy Training and validation Loss

AN
"
LAV
,/’/V/J

Training fccuracy
validation accuracy

EEEERE] 0

Gambar 4. Riwayat Training

3.5 Evaluation Metrics

Evaluasi model menggunakan Precision sebagai
proportion of correctly predicted positive instances
among all predicted positives. Recall merupakan
proportion of correctly predicted positive instances
among all actual positives. mAP (mean Average
Precision) adalah average precision across all classes. F1-
Score adalah harmonic mean dari precision dan recall.
Inference Time adalah waktu yang dibutuhkan untuk
memproses satu frame. Throughput adalah jumlah
frames yang dapat diproses per detik (FPS).

480p 720p
Resolution

1080p

Gambar 4. Real-time Performance Trade-off
4. HASIL DAN PEMBAHASAN
4.1 Hasil Deteksi Wajah (YOLO 8)

Hasil dan evaluasi terhadap model YOLOvVS untuk
deteksi wajah menunjukkan performa yang sangat baik di
seluruh fase pengujian. Berdasarkan metrik Mean
Average Precision (mAP), model ini menunjukkan
konsistensi yang tinggi. Nilai mAP@0.5 tercatat stabil,
mencapai  0.988 pada data Training, 0.978 pada
Validation, dan 0.972 pada Testing. Begitu pula dengan
metrik ketat mAP@0.5:0.95, yang tetap tinggi dengan
nilai 0.940 pada tahap Testing, mengindikasikan
kemampuan model dalam mendeteksi objek dengan
akurasi bounding box yang presisi.

Dari spesifik, model
memiliki tingkat Recall yang luar biasa tinggi, yaitu 0.990
(Training) dan 0.975 (Testing), yang berarti model
mampu mengenali hampir seluruh wajah yang ada dalam

sisi kemampuan deteksi
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gambar. Sementara itu, nilai Precision mengalami variasi,
dengan nilai 0.890 pada Training dan meningkat
signifikan menjadi 0.968 pada fase Testing, yang
menunjukkan minimnya kesalahan deteksi positif (false
positives) saat diuji pada data baru.

Selain akurasi, efisiensi model juga teruji dengan
Inference Time pada fase Testing yang hanya memakan
waktu 12.5 ms. Kecepatan ini menegaskan bahwa model
sangat layak diimplementasikan untuk sistem deteksi
wajah secara real-time.

Tabel 2. Performa Yolov8 Face Detection

‘ Metric Value (YOLOV8n)
mAP@50 0.89
mAP@50-95 0.76
Precision 0.92
Recall 0.88
Inference Time (ms) 12.5

4.2 Hasil Pengenalan Wajah (CNN)

Data table 3 di atas menunjukkan hasil evaluasi
model Convolutional Neural Network (CNN) yang dilatih
untuk mengenali 38 identitas (individu) berbeda. Berikut
adalah interpretasi dari angka-angka tersebut:

1. Kemampuan Belajar (Training Accuracy):
Nilai 98.5% menunjukkan bahwa model sangat
berhasil mempelajari pola wajah dari data latih
(training set). Model hampir menghafal seluruh
karakteristik wajah yang diberikan selama proses
belajar.

2. Kemampuan Generalisasi (Validation &
Test Accuracy):

a. Validation Accuracy (94.2%) dan
Test Accuracy (93.8%)
menunjukkan performa model saat
menghadapi data baru yang belum
pernah dilihat sebelumnya.

b. Selisih antara Training (98.5%) dan
Testing (93.8%) adalah sckitar 4.7%.
Selisih  ini tergolong wajar dan
menunjukkan bahwa model memiliki
kemampuan generalisasi yang baik
(tidak  mengalami  overfitting  yang
parah). Model tetap akurat meskipun
diuji dengan gambar baru.

3. Tingkat Kesalahan (Loss): Nilai Loss
sebesar 0.12 tergolong rendah. Dalam konteks
Deep Learning, semakin kecil nilai /oss, semakin
kecil kesalahan prediksi yang dibuat oleh model.
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Ini menandakan model sangat percaya diri dan
tepat dalam memprediksi kelas identitas yang
benar.

4. Keseimbangan Presisi & Recall (F1-Score):
Nilai F1-Score 0.93 (atau 93%) sangat penting,

terutama karena klasifikasi ini melibatkan
banyak kelas (38 orang). Angka ini
menunjukkan ~ bahwa  model  memiliki

keseimbangan yang sangat baik antara Precision
(ketepatan prediksi) dan Recal/ (kemampuan
menemukan seluruh sampel positif). Model
tidak bias terhadap identitas tertentu saja.

‘Tabel 3. Performa Yolov8 Face Detection

Metric Value
Training Accuracy 98.50%
Validation Accuracy 94.20%
Test Accuracy 93.80%
Loss 0.12
F1-Score 0.93

4.3 Pengujian dalam Berbagai Kondisi

Pengujian sistem dilakukan untuk mengevaluasi
ketahanan (robustness) model Deteksi (YOLO) dan
Pengenalan Wajah (CNN) terhadap berbagai gangguan
visual yang mungkin terjadi di dunia nyata. Seperti yang
ditunjukkan pada Gambar 7, pengujian mencakup lima
kondisi: Normal, Low Light, Side Pose, Occlusion, dan Blur.

Berdasarkan gambar 5 tersebut, dapat diuraikan
analisis performa sebagai berikut:

1. Kondisi Normal: Pada kondisi pencahayaan
yang ideal dan posisi wajah menghadap depan,
kedua model menunjukkan performa optimal.
YOLO mencapai tingkat deteksi tertinggi
mendekati 98%, diikuti oleh CNN dengan
tingkat pengenalan sekitar 95%. Ini menjadi
baseline performa sistem.

2. Variasi Pencahayaan dan Kualitas Citra
(Low Light & Blur): Penurunan performa
mulai terlihat pada kondisi Low Light dan Blur.
YOLO masih mampu mempertahankan akurasi
deteksi di atas 80%, namun kemampuan CNN
untuk mengenali identitas menurun lebih
signifikan, terutama pada kondisi cahaya rendah
(Low Ligh?) yang turun hingga kisaran 70%. Hal
ini menunjukkan bahwa fitur wajah untuk
pengenalan identitas (recognition) lebih sensitif
terhadap hilangnya detail akibat kurang cahaya
dibandingkan fitur umum untuk sckadar
mendeteksi keberadaan wajah (detection).
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3. Variasi Pose dan Halangan (Side Pose &
Occlusion): Tantangan terbesar terlihat pada
variasi pose dan oklusi.

a. Pada Side Pose (wajah tampak
samping), YOLO masih sangat
tangguh dengan akurasi sekitar 90%,
namun akurasi CNN anjlok drastis ke
kisaran 60%. Ini mengindikasikan
bahwa model CNN sangat bergantung
pada fitur wajah bagian depan (mata,
hidung, mulut) yang lengkap.

b. Kondisi Occlusion (wajah tertutup
sebagian) merupakan kondisi terberat
bagi kedua model, di mana akurasi
CNN turun hingga titik terendah yaitu
50%, sedangkan YOLO masih
mampu bertahan di angka 75%.
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Gambar 5. Grafik Perbandingan Akurasi Deteksi
(YOLO) dan Pengenalan (CNN) pada Berbagai Variasi
Kondisi Lingkungan.

5. KESIMPULAN

Penelitian ini berhasil mengembangkan sistem
pengenalan wajah berbasis deep learning dengan
mengintegrasikan YOLOvV8 sebagai face detector dan
Convolutional Neural Network (CNN) sebagai face
recognizer. Hasil pengujian menunjukkan bahwa kombinasi
kedua model ini menghasilkan kinerja yang sangat baik,
baik dari sisi akurasi maupun kecepatan pemrosesan.

YOLOvV8 mampu mendeteksi wajah secara real-time
dengan nilai mAP@O0.5 mencapai 0.972 pada data
pengujian, serta waktu inferensi hanya 12.5 ms per frame,
menjadikannya sangat layak untuk aplikasi dunia nyata.
Sementara itu, CNN untuk pengenalan identitas
mencapai akurasi pengujian 93.8%, F7-Score 0.93, dan
menunjukkan generalisasi yang kuat meskipun dataset
terbatas (38 identitas, 380 citra).

Pengujian  pada kondisi lingkungan berbeda
menunjukkan bahwa sistem bekerja optimal pada kondisi
normal, namun performa pengenalan menurun pada
situasi ekstrem seperti low /light, occlusion, dan side pose.
Meskipun demikian, YOLOVS tetap robust pada sebagian
besar kondisi dengan tingkat deteksi di atas 75%.

DOI http://dx.doi.org/10.36448/expert.v15i2.4658
e-ISSN 2745-7265 p-ISSN 2088-5555 EXPERT Vol. 15 No. 2
Dec 31, 2025 — Hal. 218


https://creativecommons.org/licenses/by/4.0/
https://issn.lipi.go.id/terbit/detail/1600934288
https://issn.lipi.go.id/terbit/detail/1433414704
https://creativecommons.org/licenses/by/4.0/

GXPGR I JURNAL MANAJEMEN SISTEM INFORMASI DAN TEENOLOGI

Secara keseluruhan, penelitian ini membuktikan
bahwa integrasi YOLOv8 dan CNN dapat menghasilkan
sistem pengenalan wajah yang akurat, efisien, dan dapat
diimplementasikan secara real-time untuk aplikasi seperti
access control, Security monitoring, dan automatic attendance.
Namun, pengembangan lanjutan masih diperlukan pada
aspek peningkatan robustness terhadap pose ekstrim,
oklusi berat, serta pencahayaan rendah.
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