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ABSTRACT — Global climate change directly affects agricultural productivity and increases uncertainty in crop yield prediction systems.
Most machine learning models still rely on historical data that fail to represent extreme climate scenarios. This study proposes a data
processing strategy based on generative simulation to evaluate the robustness of crop yield prediction models under synthetic climate
perturbations. The Gaussian-based what-if analysis approach was applied to generate synthetic data that preserves the statistical
characteristics of the original dataset. The baseline model employed a HistGradientBoostingRegressor, evalnated using R, MAE, RMSE,
and Stability Index (S1) metrics. Excperimental results achieved an R? of 0.9519, MAE of 1.08 #/ ha, and SI values exceeding 0.95
across all simulated rainfall (£15%) and temperature (£2°C) scenarios. The Kolmogorov—Smirnov test confirmed that synthetic data
distributions were not significantly different from the original (p > 0.05). These findings demonstrate that Gaussian-based generative
simulation effectively enriches agricultural data and enables quantitative sensitivity evaluation of predictive models. The proposed approach
aligns with the data-centric Al paradigm and supports the development of resilient, climate-adaptive smart agriculture systems.

Keywords: crop yield prediction; climate perturbation; generative simulation; model robustness; what-if
analysis.

ABSTRAK - Perubahan iklim global berdampak langsung terhadap produktivitas pertanian dan meningkatkan
ketidakpastian dalam sistem prediksi hasil panen. Sebagian besar model pembelajaran mesin masih bergantung pada
data historis yang terbatas dalam merepresentasikan skenario iklim ekstrem. Penelitian ini mengusulkan strategi
pengolahan data berbasis generative simulation untuk mengukur ketahanan model prediksi hasil panen terhadap variasi
iklim sintetis. Pendekatan Gaussian-based what-if analysis diterapkan untuk menghasilkan data sintetis yang meniru
karakteristik ~statistik dataset asli tanpa mengubah distribusi dasarnya. Model baseline menggunakan
HistGradientBoostingRegressor dengan metrik evaluasi R% MAE, RMSE, dan Stability Index (SI). Hasil pengujian
menunjukkan nilai R? = 0.95719, MAE = 1.08 #/ ha, dan seluruh skenario iklim sintetis menghasilkan nilai ST > 0.95,
yang menandakan kestabilan model terhadap variasi curah hujan £15% dan suhu *2°C. Uji Kolmogorov—Smirnov
menunjukkan tidak ada perbedaan signifikan antara data asli dan data sintetis (p > 0.05). Temuan ini menegaskan
bahwa simulasi generatif berbasis Gaussian efektif untuk memperkaya data dan melakukan analisis sensitivitas model
secara kuantitatif. Pendekatan ini mendukung paradigma data-centric AI dalam membangun sistem pertanian cerdas
yang adaptif terthadap perubahan iklim.

Kata Kunci: analisis what-if; ketahanan model, perturbasi iklim prediksi hasil panen; simulasi generative.

1. PENDAHULUAN (Garamond 10pt Bold) regression models telah menunjukkan potensi tinggi untuk

memproses data pertanian yang kompleks [4]. Akan

Perubahan iklim global telah menjadi tantangan
utama dalam sistem pertanian modern karena fluktuasi
suhu, curah hujan, dan kejadian cuaca ekstrem
berdampak langsung terhadap produktivitas tanaman dan
stabilitas hasil panen. Ketidakpastian iklim menyebabkan
perubahan dalam pola tanam dan efisiensi produksi,
sehingga mempersulit upaya menjaga ketahanan pangan
jangka panjang [1]. Variabilitas iklim juga meningkatkan
risiko kegagalan panen akibat cuaca ekstrem seperti
kekeringan atau banjir [2].

Dalam konteks pertanian presisi, kemampuan
untuk memprediksi hasil panen dengan akurat menjadi
elemen penting dalam perencanaan sumber daya dan
pengambilan keputusan strategis. Model berbasis machine
learning telah banyak digunakan untuk mendukung
estimasi hasil panen dan analisis performa tanaman [3].
Metode pembelajaran mesin seperti ensemble learning dan
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tetapi, performa model sering kali bergantung pada
ketersediaan data historis yang representatif terhadap
kondisi lingkungan [5].

Keterbatasan data menjadi salah satu hambatan
terbesar dalam membangun model prediksi hasil panen
yang tangguh (robusf). Sebagian besar dataset pertanian
bersifat spasial dan temporal dengan jumlah data yang
tidak seimbang antarwilayah, schingga menghasilkan
model yang bias terhadap kondisi tertentu [6]. Model yang
dilatih pada data yang relatif stabil dapat mengalami
penurunan akurasi ketika dihadapkan pada distribusi baru
(distribution shiff), terutama dalam skenario perubahan
iklim ekstrem [7].

Untuk mengatasi keterbatasan tersebut, pendekatan
generative  artificial  intelligence  (Generative AI) mulai
diterapkan untuk memperkaya distribusi data pelatihan.
Model generatif memiliki kemampuan menghasilkan data
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sintetis yang mengikuti distribusi statistik dari dataset asli,
schirfgga dapat menambah keberagaman dan jumlah data
tanpa petlu pengumpulan lapangan [8]. Salah satu
pendekatan yang banyak digunakan adalah Gaussian
Copula, yang memungkinkan replikasi hubungan
antarvariabel secara multivariat [9]. Teknik berbasis copula
telah digunakan untuk menghasilkan data sintetis dalam
berbagai domain, termasuk meteorologi dan pertanian,
karena kemampuannya dalam menjaga dependensi
antarparameter lingkungan [10], [11].

Dalam konteks pemodelan pertanian, copula-based
simulation berperan penting dalam menghasilkan data
iklim sintetis yang realistis, seperti variasi curah hujan dan
suhu, untuk mendukung analisis sensitivitas ode/ [12].
Pendekatan ini digunakan untuk menilai seberapa
tangguh suatu model dalam menghadapi perubahan iklim
hipotetis tanpa perlu menunggu data aktual dari kondisi
ekstrem.  Dengan  demikian, simulasi  generatif
memungkinkan pengujian model dalam ruang variasi
yang lebih luas dibanding pendekatan berbasis data
historis murni [13], [14].

Meskipun dataset pertanian yang digunakan dalam
penelitian ini memiliki jumlah sampel yang relatif besar,
data historis tersebut belum mampu merepresentasikan
variasi iklim hipotetis dan gangguan lingkungan yang
berpotensi terjadi akibat perubahan iklim. Permasalahan
utama dalam pemodelan prediksi hasil panen bukan
semata-mata  keterbatasan jumlah data, melainkan
ketidakmampuan model yang hanya dilatih pada kondisi
historis untuk menjamin kestabilan prediksi ketika terjadi
pergeseran distribusi data. Oleh katrena itu, penelitian ini
mengusulkan pendekatan generative what-if analysis berbasis
simulasi Gaussian sebagai strategi evaluasi ketahanan
model prediksi hasil panen terhadap variasi iklim sintetis
yang terkontrol. Pendekatan ini tidak bertujuan untuk
penambahan  data,
melainkan untuk mengukur secara kuantitatif sensitivitas
dan stabilitas model terhadap perubahan curah hujan dan
suhu. Dengan demikian, tujuan utama penelitian ini
adalah mengevaluasi ketahanan model prediksi hasil
panen dalam paradigma data-centric Al, sehingga model
yang dihasilkan lebih andal ketika diterapkan pada sistem
pertanian dengan tingkat ketidakpastian iklim yang tinggi.

meningkatkan akurasi melalui

Pendekatan evaluasi ketahanan model melalui
simulasi generatif ini sejalan dengan arah penelitian
terkini yang mengintegrasikan pembelajaran mesin dan
pengolahan data pertanian berbasis data sintetis untuk
mendukung pengambilan keputusan agronomis. Studi
yang dilakukan oleh Qomariyah, Putra, Afifah,
Supriyatna, dan Zuriati (2024) [15] menunjukkan bahwa
kombinasi pendekatan machine learning dengan data yang
diperkaya secara sintetis mampu meningkatkan akurasi
model dalam pemilihan tanaman optimal. Hal ini
menunjukkan potensi besar integrasi antara generative what-
i analysis dan model prediksi hasil panen dalam
mendukung pengambilan keputusan berbasis data pada

sektor pertanian.

This work is licensed under a
Creative Commons Attribution 4.0 International License

2. DASAR TEORI

A. Prediksi Hasil Panen Berbasis Machine Learning

Kemajuan teknologi pertanian  presisi  telah
mendorong pemanfaatan machine learning (ML) untuk
memprediksi hasil panen berdasarkan parameter
lingkungan dan agronomis. Model seperti Random Forest
dan  Gradient Boosting digunakan untuk mengatasi
hubungan nonlinier antara curah hujan, suhu,
kelembapan, serta produktivitas tanaman. Li, Nie, dan Li
(2024) [3] menunjukkan bahwa kombinasi model
tanaman dan pembelajaran mesin dapat meningkatkan
akurasi prediksi hasil panen di bawah berbagai skenario
perubahan iklim. Pendekatan betbasis ensemble learning
juga terbukti efisien untuk pemilihan tanaman optimal
dan analisis produktivitas pada kondisi yang berbeda [4].

Selain itu, metode pembelajaran mendalam seperti
Deep Neural Network (DNN) dan Convolutional Neural
Network ~ (CNN)  telah  diimplementasikan  untuk
mengidentifikasi pola spasial dalam data pertanian yang
kompleks [5]. Meskipun demikian, efektivitas model
sangat dipengaruhi oleh kualitas dan kelengkapan dataset.
Olanrewaju, Oyatomi, dan Adeniran (2021) [6]
menekankan bahwa ketidakseimbangan data hasil panen
antarwilayah dan faktor lingkungan yang bervariasi sering
menyebabkan model kehilangan kemampuan
generalisasi.

Qomariyah, Putra, Afifah, Supriyatna, dan Zuriati
(2024) [15] menambahkan bahwa model Random Forest
dengan fitur agronomis lokal dapat memberikan
keputusan optimal dalam pemilihan tanaman dan
perencanaan produksi berbasis data di wilayah tropis.
Hasil tersebut menunjukkan potensi besar penggunaan
pembelajaran mesin dalam pertanian Indonesia, terutama
ketika dikombinasikan dengan pendekatan augmentasi
data untuk memperluas cakupan distribusi pelatihan.

B. Model Generatif untuk Data Tabular

Meskipun model prediksi berbasis ML mampu
memproses data kompleks, keterbatasan jumlah data
pertanian  tetap menjadi kendala Untuk
mengatasinya, pendekatan Generative Artificial Intelligence
(Generative Al) digunakan untuk membuat data sintetis
yang meniru karakteristik distribusi data asli. Meyer,
Nagler, dan Hogan (2021) [8] memperkenalkan
penggunaan model Copula untuk augmentasi data
meteorologis, yang mampu mempertahankan hubungan
antarvariabel dan menghasilkan data yang konsisten
secara statistik.

Pendekatan Gaussian Copula dianggap salah satu
metode paling efisien untuk pemodelan data tabular
karena dapat mensimulasikan korelasi antarfitur dalam
bentuk multivariat [9]. Model ini memungkinkan
reproduksi variasi data yang realistis tanpa kehilangan
struktur utama dari dataset asli. Benali, Bodénes, dan
Labroche (2021) [10] memperluas konsep ini dengan
memperkenalkan MTCopula untuk menangani data
campuran (mixed-type) yang sering ditemukan dalam
domain pertanian, seperti kombinasi antara data numerik

utama.
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(misalnya curah hujan) dan kategorikal (misalnya jenis
tanaman).

Selain  copula, pendekatan berbasis  Generative
Adyersarial Network (GAN) dan Vine Copula juga
diterapkan untuk sintesis data yang lebih kompleks. Tang,
Liu, Zhang, dan Li (2025) [11] menggunakan model
Gaussian Copula untuk diagnosis kesalahan data sensor,
sedangkan Aich, Murshed, dan Hewage (2025) [16]
mengembangkan CopulaSMOTE untuk mengatasi
ketidakseimbangan data dalam sistem deteksi pertanian.
Kedua studi tersebut menegaskan bahwa pendekatan
generatif mampu memperkaya data pelatihan sekaligus
meningkatkan performa model prediksi berbasis ML.

C. Analisis Sensitivitas dan Simulasi What-If

Dalam bidang analisis sistem pertanian, pengujian
sensitivitas model terhadap variasi parameter lingkungan
menjadi penting untuk menilai ketahanan (robustness)
model terhadap perubahan iklim. De Los Campos dan
Pérez-Rodriguez (2020) [14] memperkenalkan platform
berbasis simulasi data yang mampu memprediksi hasil
panen di bawah kondisi iklim yang berubah, sedangkan
Leng dan Hall (2020) [13] menekankan pentingnya
pemodelan spasial dan temporal untuk menangkap variasi
produktivitas tanaman secara realistis.

Meyer dan Nagler (2021) [8] mengaplikasikan
pendekatan  synthetic what-if simulation untuk menguji
stabilitas model di bidang meteorologi, yang kemudian
menjadi dasar pengembangan metode serupa dalam
sektor pertanian. Sementara itu, Baluch, Wang, dan Faiz
(2025) [7] menggunakan pendekatan simulasi berbasis
climate perturbation untuk merancang strategi adaptasi hasil
panen di bawah skenario iklim ekstrem.

Meskipun pendekatan generatif banyak diterapkan di
bidang industri, finansial, dan meteorologi, aplikasinya
dalam pertanian masih terbatas. Sebagian besar penelitian
lebih berfokus pada peningkatan akurasi model prediksi
daripada ketahanannya terhadap perubahan distribusi
data. Gap ini membuka peluang bagi penelitian baru
untuk mengeksplorasi generative what-if analysis sebagai
strategi pengolahan data dalam mengukur sensitivitas
model prediksi hasil panen terhadap variasi iklim sintetis.

D. Ringkasan dan Posisi Penelitian

Berdasarkan kajian pustaka, terlihat bahwa model
prediksi hasil panen berbasis ML telah berkembang pesat
dalam lima tahun terakhir, pada
peningkatan akurasi melalui integrasi model statistik dan

dengan  fokus

algoritme pembelajaran mesin. Di sisi lain, model
generatif seperti Gaussian Copula dan GAN telah
berhasil meningkatkan representasi data dalam berbagai
domain, namun penerapannya untuk analisis ketahanan
model pertanian masih minim.

Penelitian ini menempati posisi unik dengan
menggabungkan kedua pendekatan tersebut. Melalui
penerapan generative simulation berbasis Gaussian untuk
skenatrio variasi iklim (+15% curah hujan dan £2°C
suhu), penelitian ini bertujuan untuk menilai kestabilan
model prediksi hasil panen menggunakan metrik
kuantitatif —seperti  stability index. Pendekatan ini
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diharapkan dapat memberikan kontribusi baru terhadap
pengembangan sistem pertanian berbasis data yang lebih
adaptif dan tangguh terhadap ketidakpastian iklim global.

3. METODOLOGI (Garamond 10pt Bold)

A. Dataset dan Pra-Pemrosesan

Penelitian ini menggunakan Crop Yield Dataset yang
dikumpulkan oleh Patel (2021) [17] dan telah digunakan
secara luas dalam berbagai studi pembelajaran mesin
pertanian. Dataset berisi 11.003 sampel dengan lima fitur
utama, yaitu average temperature (°C), rainfall (mm), pesticide
use (kg/ha), humidity (%), dan crop yield (¢/ha) sebagai
variabel target. Data diolah melalui proses pembersihan
(removal of null values), normalisasi dengan min-max
scaling, serta pembagian data menjadi 80% untuk pelatihan
dan 20% untuk pengujian.

Tahap pra-pemrosesan juga meliputi deteksi nilai
ekstrem menggunakan metode interguartile range (IOR)
untuk menjaga stabilitas model terthadap anomali data
lingkungan.  Seluruh  pengolahan  data  dilakukan
menggunakan bahasa pemrograman Python dan pustaka
pandas, scikit-learn, setta nunpy.

B. Model Prediksi Baseline

Model dasar yang adalah
HistGradientBoostingRegressor dari pustaka scikit-learn, yang
telah terbukti unggul dalam pemodelan tabular data
pertanian dengan kompleksitas menengah [3]. Model ini
dipilih karena kemampuannya dalam menangani interaksi
nonlinier antarvariabel lingkungan. Parameter utama yang
digunakan meliputi:

digunakan

e learning rate = 0.1
e max_depth =06
e n_estimators = 200

Model dievaluasi menggunakan metrik R? (coefficient of
determination), MAE (mean absolute error), dan RMSE (root
mean square error) sebagaimana digunakan dalam studi
Meyer, Nagler, dan Hogan (2021) [8]. Model ini
digunakan sebagai baseline yang stabil untuk mengevaluasi
ketahanan prediksi di bawah skenario perubahan iklim
sintetis, bukan untuk melakukan perbandingan performa
antaralgoritma.

C. Generative Simulation Berbasis Gaussian

Untuk menghasilkan variasi data sintetis, digunakan
pendekatan  Gaussian  simulation  yang — mereplikasi
karakteristik statistik dari data asli berdasarkan distribusi
normal. Pendekatan ini mengacu pada konsep copula
modeling 9], di mana setiap fitur direpresentasikan dalam
bentuk distribusi normal dengan parameter rata-rata (u)
dan deviasi standar (o) dari data aktual. Persamaan dasar
simulasi dinyatakan dalam (Rumus 1).

Simulasi generatif dalam penelitian ini tidak
digunakan untuk menambah data pelatihan model,
melainkan sebagai mekanisme evaluasi untuk menguji
sensitivitas dan kestabilan model prediksi terhadap variasi
iklim terkontrol.
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X'=u+ 0 xe€e~N(,1)
(Rumus 1)

Hasil simulasi diverifikasi menggunakan Ko/zogoror—
Smirnov (K=S) test untuk memastikan bahwa distribusi
sintetis tidak berbeda signifikan dari data asli pada tingkat
signifikansi 5%.

Selain replikasi dataset baseline, dilakukan pula
generasi data dengan variasi sintetis untuk dua variabel
lingkungan utama:

e Curah hujan (rainfall): £15% dari nilai aktual

e Suhu (temperature): +2°C dari nilai aktual

Hasil simulasi ini digunakan untuk pengujian
sensitivitas model prediksi terhadap gangguan iklim
sintetis.

D. Skenario What-If

Simulasi what-if dirancang untuk menguji respons
model terhadap variasi iklim dalam beberapa skenario
seperti yang dirangkum dalam Tabel 1.

Tabel 1. Daftar Skenario What-If

Skenario Deskripsi
1 Kondisi normal (data asli)
2 Curah hujan meningkat 15%
3 Curah hujan menurun 15%
4 Suhu meningkat 2° C
5 Suhu menurun 2° C

Setiap skenario menghasilkan dataset baru yang
digunakan untuk memprediksi hasil panen menggunakan
model baseline yang sama. Hasil prediksi dibandingkan
terhadap kondisi normal untuk menilai sensitivitas dan
kestabilan model.

E. Metode Evaluasi
Evaluasi dilakukan dalam tiga tahap utama: performa
model, kesesuaian distribusi data sintetis, dan ketahanan
terhadap perubahan iklim. Metrik regresi digunakan
sebagai referensi performa dasar, sementara evaluasi
utama difokuskan pada pengukuran ketahanan model
melalui Stability Index
(a) Evaluasi Kinerja Model
Kinerja model diukur menggunakan tiga metrik
regresi: R? (Rumus 2), MAE (Rumus 3), dan RMSE
(Rumus 4) sebagaimana digunakan dalam studi
Balucj, Wang, dan Faiz (2025) [7].

XDk

R?=1 —
X —y)?
(Rumus 2)
1 o
MAE = = |y - 5
(Rumus 3)
1 752
RMSE = |= (i =3)
(Rumus 4)
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(b) Evaluasi Kesesuaian Distribusi
Data sintetis diverifikasi menggunakan K-§ fest
dengan hipotesis nol bahwa distribusi sintetis tidak
berbeda signifikan dari data asli. Nilai p-value > 0.05
menunjukkan distribusi serupa [9].

(c) Indeks Stabilitas
Untuk menilai ketahanan model terhadap variasi
iklim sintetis, digunakan metrik Szability Index (SI)
yang diekspresikan pada Rumus 5.

si=1- VYl
- Y

(Rumus 5)

Y hasil prediksi baseline dan Y’ hasil prediksi dati
data simulasi. Nilai SI mendekati 1 menunjukkan
bahwa model tetap stabil terhadap variasi iklim
moderat [§].
(d) Validasi Ulang dengan Cross-Validation

Untuk menghindari bias hasil eksperimen, seluruh
pengujian dilakukan menggunakan pembagian data
80:20 dengan 10 kali pengulangan A-fold cross-
validation. Nilai akhir merupakan rata-rata dari
seluruh percobaan.

F.  Diagram Alur Konseptual

Dataset asli (X)

Gaussian-based Model Prediksi
Simulation (Rainfall HistGradientBoostingR
+15%, Temp +2°C) eg.

What-If Scenario Test
(Climate Perturbation)

Gambar 1. Diagram Alur Konseptual

Evaluasi dan Analisis:
R?, MAE, RMSE, SI, KS

Gambar 1
antarproses dalam penelitian ini, mulai dari data asli,
proses generasi data sintetis, pengujian skenario
iklim, hingga evaluasi stabilitas model prediksi hasil
panen. Diagram tersebut menegaskan bahwa strategi
penelitian berfokus pada pengujian ketahanan model
melalui kombinasi antara machine learning dan generative
simulation, yang diversifikasi dengan  analisis
kuantitatif berbasis skenario sintetis.

menggambarkan  hubungan

4. HASIL DAN PEMBAHASAN

A. Validasi Data Sintetis

Langkah pertama dalam penelitian ini adalah
memvalidasi hasil simulasi generatif untuk memastikan
bahwa data sintetis memiliki karakteristik statistik yang
sama dengan data asli. Proses ini penting untuk menjamin
bahwa variasi iklim sintetis yang dibangkitkan tidak
mengubah distribusi dasar data pertanian.

Tabel 2 menyajikan perbandingan nilai rata-rata
(mean), simpangan baku (standard deviation), dan hasil
Kolmogorov-Smirnov (K-S) untuk setiap fitur utama,
yaitu femperature, rainfall, humidity, pesticides, dan yield. Nilai
p-value seluruh fitur lebih besar dari 0.05, yang berarti
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distribusi data sintetis tidak berbeda signifikan dari data
asli. Dengan demikian, pendekatan Gaussian-based
simulation berhasil mempertahankan pola distribusi
statistik yang sama.

Visualisasi pada Gambar 2 menunjukkan histogram
distribusi hasil prediksi pada dataset asli dan dataset
sintetis yang hampir tumpang tindih. Kemiripan bentuk
kurva ini memperkuat hasil uji K-S dan menunjukkan
bahwa pendekatan generatif yang digunakan berhasil
menghasilkan data baru yang valid secara statistik.

Gambar 3 mempetlihatkan parity plot antara
hasil observasi dan hasil prediksi, di mana titik-titik data
berimpit di sekitar gatis diagonal 45°, menandakan tidak
adanya bias sistematis. Sementara Gambar 4
menunjukkan grafik residual terhadap nilai prediksi, yang
menyebar acak tanpa pola tertentu, mengindikasikan
bahwa model tidak mengalami Jeteroscedasticity dan
generalisasinya baik.

Tabel 2. Perbandingan distribusi statistik data asli dan sintetis

Fitur Mean Mean (Sintetis)
(Asli)
Temperature (°C) 26.43 26.45
Rainfall (mm) 118.3 117.9
Humidity (%) 72.5 72.7
Pesticides (kg/ha) 5.21 5.20
Yield (t/ha) 3.88 3.90

Std (Asli) Std (Sintetis) KS-Stat  p-value
2.38 2.35 0.027 0.21
25.7 26.1 0.031 0.19
6.4 6.5 0.024 0.25
1.12 1.13 0.029 0.17
0.94 0.93 0.032 0.22

le—5 Prediction Distributions: Baseline vs Synthetic
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Gambar 2. Histogram distribusi data asli vs sintetis

B. Kinerja Model Baseline
Model  baseline  yang  digunakan  adalah
HistGradientBoostingRegressor, yang dilatih
menggunakan data asli. Kinerja model diukur
berdasarkan tiga metrik utama, yaitu R2, MAE, dan

RMSE. Nilai-nilai performa ditunjukkan pada Tabel
3.

Tabel 3. Kinerja model baseline pada data asli

Metrik Nilai

R? 0.9519
MAE (t/ha) 1.08
RMSE (t/ha) 1.35

Nilai R? yang tinggi menunjukkan bahwa model
hasil panen
berdasarkan fitur lingkungan. Nilai ini menunjukkan

mampu menjelaskan  95%  variabilitas

bahwa model baseline memiliki performa yang memadai
untuk digunakan sebagai acuan dalam evaluasi ketahanan
prediksi terhadap variasi iklim sintetis.
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Gambar 3. Parity plot antara hasil observasi dan
prediksi hasil panen
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Gambar 4. Residuals terhadap nilai prediksi
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C. Dampak Simulasi What-If

Untuk menguji  sensitivitas model terhadap
perubahan iklim sintetis, dilakukan simulasi what-if pada
dua parameter utama, yaitu curah hujan (+15%) dan suhu
(32°C). Grafik pada Gambar 5 menampilkan perubahan
hasil panen rata-rata (yield deviation) pada setiap skenario
simulasi.

Dari Gambar 5, terlihat bahwa variasi suhu sebesar
+2°C hanya menurunkan hasil panen rata-rata sebesar
0.09 t/ha, sedangkan penutunan suhu 2°C justru
meningkatkan hasil panen sebesar 0.07 t/ha. Variasi
curah hujan £15% menghasilkan deviasi maksimum 0.1
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t/ha dati kondisi baseline. Nilai deviasi yang kecil ini
menunjukkan bahwa model cukup stabil dalam
menghadapi fluktuasi iklim moderat.

Stability Curve for Rainfall (1 - KS)

— e — o

1.04

0.8 4

o
o

Stability Index

o
kS

0.24

0.0

-10% 10% 15% 30%

Rainfall Perturbation

-30% -15%

Gambar 5. Kurva stabilitas model terhadap variasi
curah hujan berdasarkan nilai (1 - KS). Model
menunjukkan SI > 0.95 pada seluruh tingkat perturbasi.

Hal ini sejalan dengan temuan Baluch, Wang, dan
Faiz (2025) 7] bahwa model pembelajaran mesin dengan
basis data sintetis tetap mampu mempertahankan
stabilitas performa di bawah perubahan lingkungan yang
terukur.

Temuan ini juga secara langsung menunjukkan
bahwa pendekatan generative what-if analysis mampu
mengungkap tingkat ketahanan model prediksi hasil
panen terhadap gangguan iklim moderat.

D. Analisis Ketahanan (Stability Index)

Ketahanan model terhadap variasi iklim diukur
menggunakan Stability Index (SI), yang membandingkan
hasil prediksi baseline dengan hasil simulasi untuk setiap
skenario. Nilai SI untuk masing-masing skenario disajikan
pada Tabel 4.

Stability Index berfungsi sebagai indikator utama
untuk menilai ketahanan model, sesuai dengan tujuan
penelitian yang menckankan evaluasi kestabilan prediksi
dibandingkan peningkatan akurasi semata.

Tabel 4. Nilai Stability Index untuk setiap skenario
variasi iklim

. Rainfall | Temperature Stability
Skenario v, °oC Index
(7o) (°C) s
Normal 0 0 1000
Rainfall
+15% +15 0 0.953
Rainfall —
15% =15 0 0.958
Temperatur
e +2°C 0 +2 0.949
Temperatur
e—2°C 0 -2 0.961

Seluruh nilai ST berada di atas 0.94, yang berarti model
prediksi hasil panen tetap tangguh di bawah skenario
perubahan iklim sintetis. Nilai SI terendah (0.949)
ditemukan pada skenatio suhu +2°C, menandakan bahwa
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suhu merupakan faktor yang sedikit lebih sensitif
dibandingkan curah hujan terhadap stabilitas model.

Interpretasi ini konsisten dengan penelitian
Leng dan Hall (2020) [13], yang menunjukkan bahwa
perubahan suhu ekstrem lebih berpengaruh pada
fluktuasi hasil panen dibandingkan curah hujan moderat.
Dengan demikian, hasil ini membuktikan bahwa model
mampu mempertahankan stabilitas prediksi pada variasi
iklim realistis.

E. Diskusi
Pipeline lengkap penelitian ini ditunjukkan pada

Gambar 1. Diagram Alur Konseptual, yang
menggambarkan  keterkaitan antara  proses  data
preprocessing,  Gaussian-based  simmlation, pembangunan

model, dan pengujian skenario what-7f. Diagram ini
mempertegas bahwa strategi pengolahan data berbasis
generatif berfungsi sebagai jembatan antara ketersediaan
data terbatas dan kebutuhan analisis ketahanan model
yang realistis.

Pendekatan ini memperluas hasil penelitian De Los
Campos dan Perez-Rodrigues (2020) [14] yang hanya
menggunakan simulasi berbasis data historis. Integrasi
Gaussian Copula simulation dalam penelitian  ini
menghasilkan data sintetis yang secara statistik konsisten
dan  tidak  menyebabkan  pergeseran  distribusi
(distribution drift). Hal ini berbeda dengan pendekatan
berbasis GAN atau CTGAN, yang kerap menimbulkan
distorsi distribusi data [8].

Dari perspektif praktis, hasil penelitian ini sangat
relevan bagi sistem pertanian tropis seperti Indonesia, di
mana fluktuasi suhu dan curah hujan tinggi namun data
sensor sering tidak lengkap. Pendekatan generative what-if
analysis dapat menjadi kerangka kerja strategis untuk
membangun sistem pertanian berbasis data yang tangguh
terhadap ketidakpastian iklim.

Dengan demikian, kontribusi utama penelitian ini
tetletak pada kerangka evaluasi ketahanan model berbasis
generative simulation, bukan pada pengembangan
algoritma prediksi baru.

5. KESIMPULAN

Penelitian ini mengusulkan strategi pengolahan data
berbasis  generative  simulation  untuk — mengevaluasi
ketahanan model prediksi hasil panen terhadap variasi
iklim sintetis. Melalui pendekatan Gaussian-based what-
if analysis, penelitian ini berhasil menunjukkan bahwa
data sintetis yang dihasilkan memiliki karakteristik
statistik yang tidak berbeda signifikan dari data asli
berdasarkan uji Kolmogorov-Smirnov (p > 0.05).

Model baseline HistGradientBoostingRegressor
memberikan kinerja prediksi yang tinggi dengan nilai R?
= 0.9519 dan kesalah rata-rata MAE = 1.08 t/ha. Ketika
diuji di bawah skenario perubahan iklim sintetis, yakni
curah hujan * 15% dan suhu +2 °C, deviasi hasil panen
maksimum tercatat hanya sekitar £0.1 t/ha dengan nilai
Stability Index di atas 0.95. Hasil ini menunjukkan bahwa
model mampu mempertahankan performa secara stabil
pada variasi iklim moderat.
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Dari sudut pandang ilmiah, temuan ini menegaskan
bahwa pendekatan generative what-if analysis dapat berfungsi
tidak hanya sebagai teknik augmentasi data, tetapi juga
sebagai alat kuantitatif untuk mengukur sensitivitas dan
ketahanan model terhadap perubahan lingkungan.
Pendekatan ini melengkapi paradigma data-centric Al
dalam bidang pertanian presisi, di mana kualitas dan
keberagaman data menjadi faktor utama dalam ketepatan
prediksi.

Secara  praktis,  metode berpotensi
diimplementasikan pada sistem pertanian tropis seperti di
Indonesia, di mana data sensor sering terbatas dan
variabilitas iklim tinggi. Penggunaan simulasi generative
berbasis Gaussian memungkinkan pengembangan model
prediksi yang Tangguh tanpa memerlukan pengumpulan
data tambahan yang mahal dan sulit dilakukan di
lapangan.
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